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Why?



Releasing a dataset is a means to an end, not an end in itself

Ideally, a dataset release should be part of a 

larger vision to stimulate new research 

directions and build community

What is the larger problem you are trying to solve? Who is interested 

in working on this problem? Who benefits from progress on this 

problem? What is blocking the community from making progress?



What is the larger problem you are trying to solve? Who is interested 

in working on this problem? Who benefits from progress on this 

problem? What is blocking the community from making progress?

Can you state the problem in 8 words or less?

E.g., with MS MARCO our goal was to create a research 

agenda around “Ranking in the large-data regime”

It is true that the motivation behind MS MARCO was partly 

to explore deep learning methods for search, but we were 

keen on any methods (machine learning based or not) that 

can take advantage of large training datasets 



What is the larger problem you are trying to solve? Who is interested 

in working on this problem? Who benefits from progress on this 

problem? What is blocking the community from making progress?

Is there an existing community of researchers who 

would be interested to work on this problem, or 

do you need to build one?

If the community exists, have you talked to them 

to understand what’s blocking their progress?

If it doesn’t exist, why not? Lack of interest or 

something blocking them from getting started?



What is the larger problem you are trying to solve? Who is interested 

in working on this problem? Who benefits from progress on this 

problem? What is blocking the community from making progress?

Before there was MS MARCO…

There was the Neu-IR workshop trying to gather a 
community of interested researchers

There was the monograph trying to establish a common 
starting point and vocabulary for the community

There were several tutorials popularizing recent 
developments in the field

You don’t need all of these to release a 

dataset but investing in some helps ensure 

you are working to close an actual gap



What is the larger problem you are trying to solve? Who is interested 

in working on this problem? Who benefits from progress on this 

problem? What is blocking the community from making progress?

Datasets and benchmarks create incentive 

structures that may lead significant section of 

the community down specific lanes of research

We must critically reflect on where we are 

leading the community to and where we are 

choosing not to invest (potential blind spots)



What is the larger problem you are trying to solve? Who is interested 

in working on this problem? Who benefits from progress on this 

problem? What is blocking the community from making progress?

E.g., for dataset release from industry, consider the different stakeholders:

Business stakeholders. Releasing datasets encourages the academic research 

community to make progress on problems important to business. But that may translate 

to disproportionate industry influence in shaping academic research agenda.

Academic stakeholders. Releasing datasets may enable new academic research but 

academic interests are often broader than business interests and the benchmark design 

should cater to those broader needs.

Society. Science is not apolitical. We should be proactive in identifying and safeguarding 

against potential harms and disparate benefits to different subpopulations. We are 

responsible for any harmful impact from technologies whose development is aided by 

our datasets and benchmarks. When in doubt exercise caution.



What is the larger problem you are trying to solve? Who is interested 

in working on this problem? Who benefits from progress on this 

problem? What is blocking the community from making progress?

Is it just the lack of datasets?

Consider that there may be other barriers to progress in the field that if left unaddressed 

may hinder the community from leveraging the new dataset—e.g., Does the community 

agree on a common problem statement? Do they have the right computational 

resources and software tools to quickly try different approaches? Does this problem 

require interdisciplinary expertise?



Ethical considerations



Privacy. Does the dataset leak personally-identifiable / 

private information, either by itself or when cross-

referenced with other datasets?

Erasure and under-representation. Does the dataset 

under-represent certain groups that may result in 

unfair disparities in quality of service in models trained 

on this data?

Denigration and stereotyping. Are subjects represented 

in ways that may be considered denigrating and/or 

stereotyping? Can these be further amplified by 

models trained on this dataset?

Politics of classification. Does this dataset contain class 

labels that make inherently harmful assumptions—e.g., 

gender labels that assume gender is binary or denies 

the right to self-identification?

Misuse. Can this dataset be abused for purposes not 

originally anticipated during its design?

Recourse. Are there any recourse for subjects who may 

be harmed by their inclusion/exclusion in the dataset?
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Mitigation strategies may range from technical 

solutions (e.g., enforcing k-anonymity for privacy) to 

legal protections (e.g., disallowing use of the data in 

commercial applications via data license) but be 

cautious about simple solutions that themselves may 

cause secondary harms



Scientific rigor



Three evaluation protocols:

MS MARCO leaderboard. Participants have access to the test 

queries but not to the corresponding ground truth labels. 

Participants can submit runs around the year. The same set of sparse 

relevance labels are employed for all run evaluation.

TREC Deep Learning Track. The track runs annually and provides the 

participants with a new test query sets each year. All participants 

submit their runs by the August deadline. Results are pooled across 

submitted runs and judged by NIST assessors after the deadline and 

used for run evaluation.

Offline evaluation with old TREC datasets. Each year the TREC track 

releases the test labels as reusable benchmarks for the community. 

Benchmark users are expected to follow appropriate protocols for 

their own experiments but left to their discretion.



Internal validity. Would improvements on the current 

dataset hold on a different sample from the same 

dataset for the same task?

MS MARCO leaderboard allows multiple submissions 

which over time can make the evaluation less reliable 

due to multiple testing

Best practice for avoiding multiple testing →

participate at TREC (single-shot submission + pooled 

judgments)

Least robust (but most flexible): Reuse TREC test set 

from previous year for offline evaluation—but useful 

for publication if we follow strict experiment protocols



To improve internal validity of the leaderboard-based 

evaluation we enforce some strict policies:

But how stable are the leaderboard rankings?



Under bootstrap analysis we find the 

leaderboard rankings are fairly stable! 

😊👍



Private leaderboard

We included 45 TREC 2020 queries in 

the document ranking eval set

The top leaderboard run has a more 

“spread out” rank on the TREC queries 

and is overtaken by the best TREC 

2020 

This may be due to distribution 

difference between the two test sets or 

the smaller size of the TREC set



External validity. Would improvements on the current 

dataset hold on a different dataset with different 

distribution for the same task or on a different (but 

closely related) task?

If MS MARCO’s training data is only useful for 

achieving good results on MS MARCO’s test set, then 

it’s less useful for the IR community

Important: transfer learning from MS MARCO to other 

benchmarks

• TREC DL is transfer learning (MS MARCO sparse 

binary labels → NIST’s 5-point labels)

• Promising results: MS MARCO → Robust04, TREC-

COVID, TREC-CAsT



BERT-scale deep ranking models in 

production search systems

Industry impact



Summary



What benchmark development 

is NOT about: Throwing some 

data over the wall



What benchmark development 

is NOT about: Throwing some 

data over the wall



Developing benchmarks can be 

highly impactful and rewarding 

research when done thoughtfully—

with due focus on community 

building, scientific rigor, and ethical 

considerations—and maintained 

responsibly over time



Resources



Reusable research 
artifacts: Data

https://microsoft.github.io/msmarco/ORCAS

http://msmarco.org/

https://microsoft.github.io/msmarco/TREC-Deep-Learning

https://microsoft.github.io/msmarco/ORCAS
http://msmarco.org/
https://microsoft.github.io/msmarco/TREC-Deep-Learning


Reusable research 
artifacts: Code

Relatively cheap to reproduce neural baseline that 

outperformed all trad + nn runs and two-thirds of all 

nnlm runs at TREC 2020 Deep Learning Track

https://github.com/bmitra-msft/TREC-Deep-Learning-Quick-Start

https://github.com/bmitra-msft/TREC-Deep-Learning-Quick-Start


Learning resources

(slides, video)

http://bit.ly/fntir-neural

(slides)

(website)

https://www.slideshare.net/BhaskarMitra3/learning-to-rank-with-neural-networks-226255754
https://www.youtube.com/watch?v=kiPpt5Ax1EY
http://bit.ly/fntir-neural
https://www.slideshare.net/BhaskarMitra3/deep-learning-for-search-204326329
http://nn4ir.com/


Shout out to all my collaborators and every member of the neural IR 

community for this massive joint venture!
Monograph

• Mitra and Craswell. An Introduction to Neural Information Retrieval. FnTIR (2018).

Resources

• Bajaj, Campos, Craswell, Deng, Gao, Liu, Majumder, McNamara, Mitra, and others. MS MARCO: A Human Generated Machine Reading COmprehension Dataset. ArXiv (2016).

• Craswell, Campos, Mitra, Yilmaz, and Billerbeck. ORCAS: 20 Million Clicked Query-Document Pairs for Analyzing Search. CIKM (2020).

• Craswell, Mitra, Yilmaz, Campos, Voorhees, and Soboroff. TREC Deep Learning Track: Reusable Test Collections in the Large Data Regime. SIGIR (2021).

• Arabzadeh, Mitra, and Bagheri. MS MARCO Chameleons: Challenging the MS MARCO Leaderboard with Extremely Obstinate Queries. CIKM (2021).

• Lin, Campos, Craswell, Mitra, and Yilmaz. Fostering Coopetition While Plugging Leaks: The Design and Implementation of the MS MARCO Leaderboards. SIGIR (2022).

TREC Reports

• Craswell, Mitra, Yilmaz, Campos, and Voorhees. Overview of the TREC 2019 Deep Learning Track. TREC (2020).

• Craswell, Mitra, Yilmaz, and Campos. Overview of the TREC 2020 Deep Learning Track. TREC (2021).

• Craswell, Mitra, Yilmaz, Campos, and Lin. Overview of the TREC 2021 Deep Learning Track. TREC (2022).

Analysis papers

• Yilmaz, Craswell, Mitra, and Campos. On the Reliability of Test Collections for Evaluating Systems of Different Types. SIGIR (2020).

• Craswell, Mitra, Yilmaz, Campos, and Lin. MS MARCO: Benchmarking Ranking Models in the Large-Data Regime. SIGIR (2021).

• Lin, Campos, Craswell, Mitra, and Yilmaz. Significant Improvements over the State of the Art? A Case Study of the MS MARCO Document Ranking Leaderboard. SIGIR (2021).

Workshops

• Craswell, Croft, Guo, Mitra, and de Rijke. Report on the SIGIR 2016 Workshop on Neural Information Retrieval (Neu-IR). SIGIR Forum (2016).

• Craswell, Croft, de Rijke, Guo, and Mitra. Report on the Second SIGIR Workshop on Neural Information Retrieval (Neu-IR’17). SIGIR Forum (2017).

Tutorials

• Mitra and Craswell. Neural text embeddings for information retrieval. WSDM (2017).

• Kenter, Borisov, Van Gysel, Dehghani, de Rijke, and Mitra. Neural networks for information retrieval. SIGIR (2017).

• Kenter, Borisov, Dehghani, de Rijke, and Mitra. Neural networks for information retrieval. WSDM (2018).

• Kenter, Borisov, Van Gysel, Dehghani, de Rijke, and Mitra. Neural networks for information retrieval. ECIR (2018).

Journal special issue

• Craswell, Croft, de Rijke, Guo, and Mitra. Neural information retrieval: introduction to the special issue. IRJ (2017).



Thank you!

@UnderdogGeek bmitra@microsoft.com


