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Abstract
Large language models (LLMs) have demonstrated increasing task-
solving abilities not present in smaller models. Utilizing the ca-
pabilities and responsibilities of LLMs for automated evaluation
(LLM4Eval) has recently attracted considerable attention in mul-
tiple research communities. For instance, LLM4Eval models have
been studied in the context of automated judgments, natural lan-
guage generation, and retrieval augmented generation systems. We
believe that the information retrieval community can significantly
contribute to this growing research area by designing, implement-
ing, analyzing, and evaluating various aspects of LLMs with applica-
tions to LLM4Eval tasks. The main goal of LLM4Evalworkshop is to
bring together researchers from industry and academia to discuss
various aspects of LLMs for evaluation in information retrieval,
including automated judgments, retrieval-augmented generation
pipeline evaluation, altering human evaluation, robustness, and
trustworthiness of LLMs for evaluation in addition to their impact
on real-world applications. We also plan to run an automated judg-
ment challenge prior to the workshop, where participants will be
asked to generate labels for a given dataset while maximising cor-
relation with human judgments. The format of the workshop is
interactive, including roundtable and keynote sessions and tends
to avoid the one-sided dialogue of a mini-conference. This is the
second iteration of the workshop. The first version was held in
conjunction with SIGIR 2024, attracting over 50 participants.
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1 Title
LLM4Eval@WSDM ’25: The SecondWorkshop on Large Language
Models (LLMs) for Evaluation in Information Retrieval.1

2 Motivation
Large language models (LLMs), like ChatGPT, have demonstrated
increasing effectiveness, such that a larger model performs well
enough to be usable on a task where a smaller model was unusable.
Recently, LLMs have been actively explored for various kinds of
evaluation among other tasks. In information retrieval (IR), among
other applications, LLMs are being actively explored for estimating
query-document relevance, both for ranking [4] as well as for label
generation [3, 7]. The latter can be subsequently used for training
and evaluating other less powerful but more efficient rankers. More
interestingly, LLMs are currently being employed for relevance
labelling in the industry [11]. The evaluation methodologies can
apply a wider range of LLMs and prompts to the labeling problem,
and potentially address a wider range of potential quality problems.

In natural language processing (NLP), some recent work showed
that LLMs can be used as reference-free evaluators for text genera-
tion [12]. The idea involves employing LLMs to assess the candidate
output by considering its generation probability without relying on
a reference target. This approach assumes that LLMs are able to as-
sign higher probabilities to texts that are of high quality and fluency.

1https://llm4eval.github.io/WSDM2025/
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Studies [2, 5] have shown that LLMs can be perfect alternatives to
human evaluation on NLG tasks. Some other work [5] showed that
the way of prompting (so-called “prompt engineering”) can enhance
the LLM evaluation quality, with their proposed chain-of-thought
(CoT) prompts outperforming various traditional evaluators [13]
by a large margin in terms of correlation with human evaluations.

The first edition of the LLM4Eval workshop was organised at
SIGIR 2024 [9]. The workshop was popular at SIGIR with more than
50 in-person participants, 18 papers accepted; all presented in a
poster session. We also organised LLMJudge challenge [10] as part
of the workshop. The LLMJudge challenge was focused on evalu-
ating the capabilities of LLMs for relevance judgment prediction
task. In total, LLMJudge had 39 submissions (i.e., the 39 labelers)
from 7 groups of universities and industries. The workshop also
included a breakout discussion on various aspects of evaluation
in the era of LLMs and a panel discussions. After the workshop, a
report [8] was published. The report discussed the keynote speak-
ers, accepted papers, and highlighted takeaways linked to potential
research avenues. Among them, we can cite (i) Evaluation validity,
how to validate of the evaluation using LLMs, (ii) intrinsic random-
ness of the LLMs, some operations that are becoming more and more
common when operating with an LLM, such as prompt engineering
or parameter tuning, induce randomness in the generation, (iii)
replicability and reproducibility, and (iv) the parallelism between
human and LLMs assessment. In the second edition of the LLM4Eval
workshop, we propose to reflect on these hot-takes via publications
and discussions; assess whether some have been addressed by re-
searchers and take note of any additional hot-takes in discussions
at the workshop.

3 Format and Planned Activities
In addition to the actual workshop at WSDM, we plan to hold a
challenge as a pre-workshop activity. Below we describe the details
of these pre-workshop and workshop activities.

3.1 Pre-workshop: LLMJudge Challenge
We plan to reorganize the LLMJudge challenge, originally con-
ducted for the LLM4Eval workshop at SIGIR 2024 [8, 9]. The pro-
posed challenge aims to study the effectiveness of LLMs in gen-
erating relevance labels on IR tasks. The challenge will reuse the
LLMJudge challenge dataset [10]. Full details of the challenge, in-
cluding submission requirements for participants, are available on
our workshop website2 and the GitHub repository3.

3.2 Synchronous Workshop
We plan to organize a full-day workshop, with the schedule pre-
sented on our workshop website4.

4 Related Workshop
The most indirectly relevant workshop to LLM4Eval are the recent
InformationRetrievalMeets Large LanguageModels (IRLLM)
[6] at TheWebConf 2024 and SIGIR 2024 Workshop on Generative

2https://llm4eval.github.io/WSDM2025/challenge/
3https://github.com/llm4eval/LLMJudge
4https://llm4eval.github.io/WSDM2025/program/

Information Retrieval (Gen-IR) [1]. Unlike IRLLM and Gen-
IR, LLM4Eval offers a venue for the discussion and exploration of
how LLMs can be applied for evaluation in information retrieval
systems.
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