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ABSTRACT
Large language models (LLMs) have demonstrated increasing task-
solving abilities not present in smaller models. Utilizing the ca-
pabilities and responsibilities of LLMs for automated evaluation
(LLM4Eval) has recently attracted considerable attention in mul-
tiple research communities. For instance, LLM4Eval models have
been studied in the context of automated judgments, natural lan-
guage generation, and retrieval augmented generation systems. We
believe that the information retrieval community can significantly
contribute to this growing research area by designing, implement-
ing, analyzing, and evaluating various aspects of LLMs with applica-
tions to LLM4Eval tasks. The main goal of LLM4Evalworkshop is to
bring together researchers from industry and academia to discuss
various aspects of LLMs for evaluation in information retrieval,
including automated judgments, retrieval-augmented generation
pipeline evaluation, altering human evaluation, robustness, and
trustworthiness of LLMs for evaluation in addition to their impact
on real-world applications. We also plan to run an automated judg-
ment challenge prior to the workshop, where participants will be
asked to generate labels for a given dataset while maximising cor-
relation with human judgments. The format of the workshop is
interactive, including roundtable and keynote sessions and tends
to avoid the one-sided dialogue of a mini-conference.
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1 TITLE
LLM4Eval @ SIGIR ’24: The First Workshop on Large Language
Models (LLMs) for Evaluation in Information Retrieval.1

2 MOTIVATION
Large language models (LLMs), like GPT-4 [13], have demonstrated
increasing effectiveness, such that a larger model performs well
enough to be usable on a task where a smaller model was unusable.
Recently, LLMs have been actively explored for various kinds of
evaluation among other tasks.

In information retrieval (IR), among other applications, LLMs are
being actively explored for estimating query-document relevance,
both for ranking [10, 15] as well as for label generation [5, 17].
The latter can be subsequently used for training and evaluating
other less powerful but more efficient rankers. For instance, HELM
benchmark [10] simultaneously generates query-document rele-
vance labels and a ranking score. The input of the prompt is a query
and document. The generated output is a yes/no label. The ranking
is carried out based on the generation probabilities of the yes/no to-
kens. Some later work [15] includes the HELM pointwise approach
and adds more ranking methods.

More interestingly, LLMs are currently being employed for rele-
vance labelling in the industry [17]. The evaluation methodologies
can apply a wider range of LLMs and prompts to the labeling prob-
lem, and potentially address a wider range of potential quality
problems.

1https://llm4eval.github.io/
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More recently, with the advancement of LLMs, retrieval-augmented
generation (RAG) systems, a class of LLM applications that use ex-
ternal data to augment the LLM’s context, have received significant
attention [8, 9]. Basically, a RAG system consists of a retriever and
a downstream language model. Given a user question, the retriever
finds relevant passages from a corpus (e.g., a company’s internal
knowledge base) and the language model uses these passages to
generate a response. This formulation admits a multitude of choices:
what retrieval model to use, how to divide the documents into re-
trieval chunks, and how to prompt or fine-tune the language model
to use the retrieved information, to name only a few of the simplest
design decisions. Recent LLM-based evaluation has emerged as a
cheap and automatic strategy to evaluate the overall quality and
the components of a RAG system [4, 16].

In natural language processing (NLP), some recent work showed
that LLMs can be used as reference-free evaluators for text gen-
eration [7, 18]. The idea involves employing LLMs to assess the
candidate output by considering its generation probability without
relying on a reference target. This approach assumes that LLMs are
able to assign higher probabilities to texts that are of high quality
and fluency. Studies [2, 3, 11] have shown that LLMs can be perfect
alternatives to human evaluation on NLG tasks. Some other work
[11] showed that the way of prompting (so-called “prompt engineer-
ing”) can enhance the LLM evaluation quality, with their proposed
chain-of-thought (CoT) prompts outperforming various traditional
evaluators [19, 20] by a large margin in terms of correlation with
human evaluations.

Motivated by these observations, we believe that a workshop on
evaluation strategies in the world of LLMs will question whether IR
and NLP are truly facing a paradigm shift in evaluation strategies.
Therefore, we have organized this workshop to provide a fresh per-
spective on LLM-based evaluation through an information retrieval
lens. This workshop also provides a way to reflect on LLM-based
evaluation benefits and challenges in academia and industry. Finally,
we will encourage submissions and discussions on further evalua-
tion topics and models, where existing literature is scarce, such as
recommender systems, learning to rank, and diffusion models.

3 THEME AND SCOPE
The workshop focuses on models, techniques, data collections, and
methodologies for information retrieval evaluation in the era of
LLMs. These include but are not limited to:

• LLM-based evaluation metrics for traditional IR and genera-
tive IR

• Agreement between human and LLM labels
• Effectiveness and/or efficiency of LLMs to produce robust
relevance labels

• Investigating LLM-based relevance estimators for potential
systemic biases

• Automated evaluation of text generation systems
• End-to-end evaluation of Retrieval Augmented Generation
systems

• Trustworthiness in the world of LLMs evaluation
• Prompt engineering in LLMs evaluation
• Effectiveness and/or efficiency of LLMs as ranking models

4 FORMAT AND PLANNED ACTIVITIES
In addition to the actual workshop at SIGIR, we plan to hold a
challenge as a pre-workshop activity. Below we describe the details
of these pre-workshop and workshop activities and our planned
agenda for the actual workshop at SIGIR.

4.1 Pre-workshop Activities: Challenge
The goal of the challenge is to attract the attention of the community
towards using LMs for evaluation and to release datasets that can
later be used to enhance research in this area. In IR, among other
applications, LLMs are being actively explored for estimating query-
document relevance, both for ranking [10, 14] as well as for label
generation [6, 17]. The latter can be subsequently used for training
and evaluating other less powerful but more efficient rankers. The
proposed challenge aims to study the effectiveness of LLMs in
generating relevance labels on IR tasks. The goal of the proposed
challenge is to evaluate LLMs on label generation.

The challenge will reuse the MS MARCO datasets [12] as our
primary benchmark. The test queries will be a mix of previous
years’ TREC 2023 Deep Learning Track (TREC DL ’23) test sets
and a new set of heldout MS MARCO queries that have never
been released before. Participants will be given a set of ⟨query,
document⟩ pairs and will be asked to generate a relevance label, as
well as a real-valued score for each of those pairs.

Participants will need to submit their exact prompt together with
the predicted labels and predicted scores for the documents. When
submitting prompts, participants will also be able to indicate the
exact LLM model and parameters they employed to generate the
run, which could be used to reproduce it. By allowing participants
to submit their prompts, we can further analyze how these prompts
may work across a variety of different LLM models.

In order to evaluate the quality of the generated labels, we plan
to have the participants and the organizers audit the labels pro-
duced. We may also obtain some annotations via crowdsourcing as
additional noisy ground truth. All the labels and the audits will be
released as a shared dataset.

4.2 Synchronous Workshop
We plan to organize a full-day workshop, with the tentative sched-
ule presented in Table 1.

5 CHALLENGE
The goal of the challenge is to attract the attention of the community
towards using LMs for evaluation and to release datasets that can
later be used to enhance research in this area. In IR, among other
applications, LLMs are being actively explored for estimating query-
document relevance, both for ranking [10, 14] as well as for label
generation [6, 17]. The latter can be subsequently used for training
and evaluating other less powerful but more efficient rankers. The
proposed challenge aims to study the effectiveness of LLMs in
generating relevance labels on IR tasks. The goal of the proposed
challenge is to evaluate LLMs on label generation.

The challenge will reuse the MS MARCO datasets [12] as our
primary benchmark. The test queries will be a mix of previous
years’ TREC 2023 Deep Learning Track (TREC DL ’23) test sets
and a new set of heldout MS MARCO queries that have never
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Table 1: Planned Schedule for the LLM4Eval Workshop at SIGIR 2024.

Time Agenda Comment
9 - 9:15 Opening -
9:15 - 10 Keynote 1 Keynote speaker: Ian Soboroff, NIST
10 - 10:30 Two invited talks Invited talks from LLM4Eval articles published at major conferences
10:30 - 11 Coffee break
11 - 12:30 Paper presentations See Section 7 for more details on paper selection.
12:30 - 1:30 Lunch break
1:30 - 2:15 Keynote 2 Keynote speaker: Donald Metzler, Google
2:15 - 3 Discussion panel Topic: The role of IR community in LLM4Eval research, including 15 minutes Q&A
3 - 3:30 Coffee break
3:30 - 4:15 Breakout sessions Asking participants to form small groups to discuss the challenge of LLM4Eval
4:15 - 5 Poster presentation or spotlight talks See Section 7 for more details on paper selection.

been released before. Participants will be given a set of ⟨query,
document⟩ pairs and will be asked to generate a relevance label, as
well as a real-valued score for each of those pairs.

Participants will need to submit their exact prompt together with
the predicted labels and predicted scores for the documents. When
submitting prompts, participants will also be able to indicate the
exact LLM model and parameters they employed to generate the
run, which could be used to reproduce it. By allowing participants
to submit their prompts, we can further analyze how these prompts
may work across a variety of different LLM models.

In order to evaluate the quality of the generated labels, we plan
to have the participants and the organizers audit the labels pro-
duced. We may also obtain some annotations via crowdsourcing as
additional noisy ground truth. All the labels and the audits will be
released as a shared dataset.

6 ORGANIZERS
The organization team consists of active IR and NLP researchers
from both academia and industry with recent experience in rele-
vance judgments and ranking using LLMs research.

Hossein A. Rahmani is a second-year PhD student at the Univer-
sity College London (UCL) advised by Prof. Emine Yilmaz and Nick
Craswell. His PhD research focuses on utilizing LLMs to generate
synthetic data and labels in information retrieval. He previously
co-organised the TREC Deep Learning Track (2023). He also works
as a part-time Applied Research Scientist at Thomson Reuters.

Clemencia Siro is a third-year PhD Student at the University of
Amsterdam. Her research focuses on the evaluation of dialogue sys-
tems from user interactions and user-centric evaluation of and with
LLMs. She has previously co-organized workshops at ICLR (2023,
2024).

Mohammad Aliannejadi is an Assistant Professor at the Univer-
sity of Amsterdam, the Netherlands. His main research interests
are conversational information seeking and recommendation, user
simulation, and data augmentation using large language models.
Mohammad has organized several workshops and data challenges
on various topics, including conversational search and cross-market
recommendation at NeurIPS, EMNLP, TREC, WSDM, and ECIR.

Nick Craswell is a Principal Applied Scientist at Microsoft in Red-
mondWashington, working on enhancing search, recommendation,
and other information access methods, for personal and enterprise
data such as email, chat, and shared files. This includes work on
developing and evaluating generative AI solutions to such prob-
lems. He has been involved in coordinating multiple past TREC
tracks including Web Track, Enterprise Track, Tasks Track, and
Deep Learning Track.

Charles Clarke is a Professor in the School of Computer Science
at the University of Waterloo, Canada. His research focuses on data-
intensive tasks and efficiency, including search, ranking, question
answering, and other problems involving human language data at
scale. He has previously co-organized workshops at ECIR (2024,
2014, 2011), SIGIR (2016, 2015, 2013, 2012), WSDM (2012) and CHIIR
(2023, 2020).

Guglielmo Faggioli is a Post-Doc researcher at the University
of Padua (UNIPD), Italy. His main research interests regard Infor-
mation Retrieval focusing on evaluation, performance modeling,
query performance prediction, conversational search systems, and
privacy-preserving IR. He contributed as co-editor to the Proceed-
ings of CLEF (2021, 2022, 2023).

Bhaskar Mitra is a Principal Researcher at Microsoft Research.
His research focuses on AI-mediated information and knowledge
access and questions of fairness and ethics in the context of these
sociotechnical systems. He co-organized several workshops (Neu-
IR @ SIGIR 2016-2017, HIPstIR 2019, and Search Futures @ ECIR
2024), shared evaluation tasks (TREC Deep Learning Track 2019-
2023, TREC Tip-of-the-Tongue Track 2023-2024, and MS MARCO
ranking leaderboards), and tutorials (WSDM 2017-2018, SIGIR 2017,
ECIR 2018, and AFIRM 2019-2020).

Paul Thomas is a Senior Applied Scientist at Microsoft. His re-
search is in information retrieval: particularly in how people use
web search systems and how we should evaluate these systems,
including evaluation with and of large language models. He has
previously co-organized the CHIIR and ADCS conferences, various
tracks at SIGIR, and TREC tracks.

Emine Yilmaz is a Professor and Turing Fellow at University Col-
lege London, Department of Computer Science. She also works as
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an Amazon Scholar as part of the Amazon Alexa team. Her research
mainly focuses on retrieval evaluation, task-based information re-
trieval, misinformation detection, and fairness in machine learning.
She has previously organized workshops at various conferences,
including ECIR, CIKM, CSCW, WSDM, and NeurIPS. She also co-
organized the TREC Tasks Track (2015-2017) and the TREC Deep
Learning Track (2019-2023).

7 SELECTION PROCESS
We invited submission of papers up to six pages plus additional
space for the references and appendices. Each submission was re-
viewed by at least three reviewers, evaluating their originality,
presentation, clarity, relevance to workshop scopes, and techni-
cal soundness. We anticipate a variety of submissions, such as
early research findings, reports on original research, resources or
toolkits for evaluation, and position papers. The most compelling
papers will be selected for oral presentation, while the remaining
papers will be presented in a poster session or through brief spot-
light presentations. The proceedings of the LLM4Eval workshop
are non-archival and authors can resubmit their work to other
peer-reviewed venues.

8 TARGET AUDIENCE
With the burgeoning interest in LLMs, especially retrieval-augmented
models, we anticipate a diverse audience comprising researchers
from both industry and academia engaged in information retrieval
and natural language processing research and engineering. We in-
tend to advertise the workshop across various platforms, including
social media channels such as LinkedIn, Twitter, Mastodon, and
Slack (e.g., SIGIR and TREC channels), as well as through mail-
ing lists like SIGIR-List and CorporaList, in addition to dedicated
website.

9 RELATEDWORKSHOP
To the best of our knowledge, there have not been related work-
shops held previously at SIGIR or other conferences. The most
indirectly relevant workshop to LLM4Eval is the recent SIGIR 2023
Workshop on Generative Information Retrieval [1].2 Unlike
Gen-IR, which mostly focused on generative IR techniques like doc-
ument retrieval and direct response generation, LLM4Eval offers
a venue for the discussion and exploration of how LLMs can be
applied for evaluation in information retrieval systems.
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