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1 MOTIVATION
In recent years, deep neural networks (DNNs) have yielded signi�-
cant performance improvements in application areas such as speech
recognition, computer vision, and machine translation. We have
now seen the �rst successful applications of DNNs in short-text
matching [6–8, 13, 15, 16], in ad-hoc retrieval [5, 10], in a range of
recommendation tasks [17], and in the analysis of users’ informa-
tion interaction behavior [1]. Interestingly, successful architectures
used in computer vision may have 100+ layers, while in language
technology more shallow networks, with at most a dozen layers,
but usually fewer, have proven to be more e�ective. No clear picture
has emerged yet on the type of architecture that is most appropri-
ate for ad-hoc retrieval. In fact, due to the lack of availability of
large scale training data much of the explorations in this area is
constrained to the application of word embeddings within existing
information retrieval (IR) models [3, 4, 11, 14, 18–20].

What has become clear, though, is that identifying information
that satis�es a user’s information need is fundamentally di�erent
from �nding regularities in texts or multimedia documents. New
architectures are needed, new loss functions, and new optimization
techniques, catering speci�cally to IR problems. But there is more
to the relation between DNNs and IR than algorithm development.
Since DNNs operate di�erently from traditional IR methods, they
can lead to new insights into core IR problems. �is has already
happened as documented in the work listed in [9, 12]. Finally, new
evaluation resources, especially large scale benchmark collections,
are needed for su�cient learning and evaluation of DNNs for IR.

Neu-IR:’17 (pronounced “new IR”) will be the second workshop
on neural IR, a�er the highly successful 2016 edition [2], which
brought together more than 120 researchers from academia and
industry and which gave rise to a special issue of the Information
Retrieval Journal. Deep learning will have a major impact on IR
as a �eld. �e time is right to discuss a shared research agenda,

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for pro�t or commercial advantage and that copies bear this notice and the full citation
on the �rst page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
SIGIR ’17, August 7–11, 2017, Shinjuku, Tokyo, Japan
© 2017 Copyright held by the owner/author(s). 978-1-4503-5022-8/17/08.
DOI: 10.1145/3077136.3084373

to identify shared needs for test collections, evaluation tasks, and
so�ware infrastructure—and that will be the focus of Neu-IR:’17.

2 SCOPE
Neu-IR:’17 will be a forum for se�ing agenda and resources devel-
opment relating to deep learning and other neural network based
approaches to IR. �e purpose is to provide an opportunity for
academic and industrial researchers—working at the intersection
of IR and neural networks—to come together and de�ne shared
research agenda, which may include:

• What are the core resources (evaluation, training material,
shared implementations) that are most urgently needed?

Speci�c issues that emerge here include:
– Identifying appropriate large scale benchmark collec-

tions appropriate for training and evaluating DNNs
with millions (or billions) of parameters.

– Standardizing metrics and tasks appropriate for eval-
uating DNNs.

– Building a central shared model repository without
enforcing the use of any speci�c NN toolkit.

• Now that some working models have been proposed in the
area, what are the core research themes related to neural
methods for IR that we should focus on?

Speci�c issues that emerge here include:
– Dense representations for long documents. Rarewords.

Compositionality of vector representations. Which
representations for which IR tasks?

– Which architectures �t which retrieval tasks? What
are the most e�ective architectures for ranking tasks?
How to model learning to rank as a DNN objective?

�ese are just a few of the many deep learning needs that are
highly relevant to the IR community. SIGIR is uniquely positioned
to host a workshop that would (1) help shape shared research
directions and (2) help identify and strategize on shared evaluation
and infrastructure needs regarding deep learning and IR.

3 INTERACTION FORMAT
Neu-IR will be a highly interactive full day workshop, featuring a
mix of presentation and interaction formats, appropriate for the
two main themes identi�ed in §2.

Neu-IR will feature presentations of the following types:
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• Invited keynotes (industrial and academic)
• Contributed proposals on generating large scale bench-

mark collections, building a shared model repository, and
standardizing frameworks appropriate for evaluatingDNNs

• Contributed poster presentations and demos.
• Multiple breakout sessions on research agenda, evaluation,

data, infrastructure related to neural methods for IR.

4 LIST OF ORGANIZERS
All the organizers from Neu-IR 2016 will be involved in the organi-
zation of the second edition of the workshop.

Nick Craswell is a Principal Science Manager in Microso� Bing,
working on core relevance. And leads a small team of Applied
Researchers who are embedded in Microso� Research Cambridge
in the UK. He has published a number of papers relating to clicks
and their use, and he ran the �rst successful WSDM workshop on
Web Search Click data in 2009, and co-organized WSCD workshops
in 2012 and 2013.

Bruce Cro� is a Distinguished Professor in the College of Infor-
mation and Computer Sciences at the University of Massachuse�s
Amherst. He leads the Center for Intelligent Information Retrieval,
which has produced results in many areas of IR for past 25 years.

Maarten de Rijke is a Professor of Computer Science at the In-
formatics Institute of the University of Amsterdam. Together with
a team of PhD students and postdocs he works on problems on
semantic search and on- and o�ine learning to rank for IR. Some
of their recent work uses DNNs for text similarity, entity search,
product search, session analysis, and click modeling.

Jiafeng Guo is a Professor at Institute of Computing Technology,
Chinese Academy of Sciences. He has worked on a number of topics
related to Web search and data mining, including query representa-
tion and understanding, learning to rank, and topic modeling. His
current research is focused on representation learning and deep
models for IR and information �ltering.

Bhaskar Mitra is a Senior Applied Scientist in Microso� Bing,
where he has worked since 2007 (then called Live Search). His
research interests include representation learning and neural net-
works, and their applications to IR. He co-organized multiple tuto-
rials (WSDM, SIGIR, and RUSSIR) in 2017 on neural IR, and served
as guest editor for the IRJ special issue on the same topic.

5 NAMES OF POTENTIAL PROGRAM
COMMITTEE MEMBERS

Potential PC members for reviewing paper submissions:
• Alessandro Moschi�i, University of Trento
• Alexey Borisov, University of Amsterdam
• Aliaksei Severyn, Google Research
• Carsten Eickho�, ETH Zurich
• Christina Lioma, University of Copenhagen
• Christophe Van Gysel, University of Amsterdam
• Fabrizio Silvestri, Facebook
• Hamed Zamani, University of Massachuse�s Amherst

• Hang Li, Huawei
• Mostafa Dehghani, University of Amsterdam
• Pavel Serdyukov, Yandex
• Peng Zhang, Tianjin University
• Piotr Mirowski, Google DeepMind
• Qi Zhang, Fudan University
• Rishabh Mehrotra, University College London
• Yiqun Liu, Tsinghua University
• Zhicheng Dou, Renmin University of China
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